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Time-Inconsistent Behavior

When making dynamic decisions, the decision criteria of an agent at
different times may not align with each other, leading to
time-inconsistent behavior

Three types of behavior in the presence of time-inconsistency:

Naive strategies if the agent is unaware of the inconsistency;
Pre-committed strategies if the agent is aware of the inconsistency
and commit her future selves to following the plan set up today;
Equilibrium strategies if the agent is aware of the inconsistency and
unable to commit her future selves

Equilibrium strategies are rational choice of an agent with no self
control, who thus considers her selves at different times to be
different players in a sequential game.

Xuedong He (SEEM, CUHK) On the Equilibrium Strategies May 22, 2019 4 / 50



Time-Inconsistent Behavior

When making dynamic decisions, the decision criteria of an agent at
different times may not align with each other, leading to
time-inconsistent behavior

Three types of behavior in the presence of time-inconsistency:

Naive strategies if the agent is unaware of the inconsistency;
Pre-committed strategies if the agent is aware of the inconsistency
and commit her future selves to following the plan set up today;
Equilibrium strategies if the agent is aware of the inconsistency and
unable to commit her future selves

Equilibrium strategies are rational choice of an agent with no self
control, who thus considers her selves at different times to be
different players in a sequential game.

Xuedong He (SEEM, CUHK) On the Equilibrium Strategies May 22, 2019 4 / 50



Time-Inconsistent Behavior

When making dynamic decisions, the decision criteria of an agent at
different times may not align with each other, leading to
time-inconsistent behavior

Three types of behavior in the presence of time-inconsistency:

Naive strategies if the agent is unaware of the inconsistency;

Pre-committed strategies if the agent is aware of the inconsistency
and commit her future selves to following the plan set up today;
Equilibrium strategies if the agent is aware of the inconsistency and
unable to commit her future selves

Equilibrium strategies are rational choice of an agent with no self
control, who thus considers her selves at different times to be
different players in a sequential game.

Xuedong He (SEEM, CUHK) On the Equilibrium Strategies May 22, 2019 4 / 50



Time-Inconsistent Behavior

When making dynamic decisions, the decision criteria of an agent at
different times may not align with each other, leading to
time-inconsistent behavior

Three types of behavior in the presence of time-inconsistency:

Naive strategies if the agent is unaware of the inconsistency;
Pre-committed strategies if the agent is aware of the inconsistency
and commit her future selves to following the plan set up today;

Equilibrium strategies if the agent is aware of the inconsistency and
unable to commit her future selves

Equilibrium strategies are rational choice of an agent with no self
control, who thus considers her selves at different times to be
different players in a sequential game.

Xuedong He (SEEM, CUHK) On the Equilibrium Strategies May 22, 2019 4 / 50



Time-Inconsistent Behavior

When making dynamic decisions, the decision criteria of an agent at
different times may not align with each other, leading to
time-inconsistent behavior

Three types of behavior in the presence of time-inconsistency:

Naive strategies if the agent is unaware of the inconsistency;
Pre-committed strategies if the agent is aware of the inconsistency
and commit her future selves to following the plan set up today;
Equilibrium strategies if the agent is aware of the inconsistency and
unable to commit her future selves

Equilibrium strategies are rational choice of an agent with no self
control, who thus considers her selves at different times to be
different players in a sequential game.

Xuedong He (SEEM, CUHK) On the Equilibrium Strategies May 22, 2019 4 / 50



Time-Inconsistent Behavior

When making dynamic decisions, the decision criteria of an agent at
different times may not align with each other, leading to
time-inconsistent behavior

Three types of behavior in the presence of time-inconsistency:

Naive strategies if the agent is unaware of the inconsistency;
Pre-committed strategies if the agent is aware of the inconsistency
and commit her future selves to following the plan set up today;
Equilibrium strategies if the agent is aware of the inconsistency and
unable to commit her future selves

Equilibrium strategies are rational choice of an agent with no self
control, who thus considers her selves at different times to be
different players in a sequential game.

Xuedong He (SEEM, CUHK) On the Equilibrium Strategies May 22, 2019 4 / 50



Equilibrium Strategies in Discrete-Time Decision Problems

For discrete-time decision problems, equilibrium strategies are well
defined and fully discussed in the literature.

Consider an agent who has a planning horizon with a finite end date
T and makes decisions at time t ∈ {0, 1, . . . , T − 1}.
The agent’s decision drives a Markov state process and the agent’s
decision criterion at time t is to maximize an objective function
J(t, x;u), where

where x stands for the Markovian state at that time; and
u represents the agent’s strategy.

The agent considers Markovian strategies, so u is a function of
time s ∈ {0, 1, . . . , T − 1} and the Markovian state at that time.
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Equilibrium Strategies in Discrete-Time Decision Problems
(Cont’d)

A strategy û is an equilibrium strategy if at any time
t ∈ {0, 1, . . . , T − 1} and in any state x at that time, any deviation of
the agent’s self at time t from û(t, x), given that her future selves
still follow û, is suboptimal, i.e.,

J(t, x;ut,u) ≤ J(t, x; û)

for any possible action u the agent’s self at time t can take, where

ut,u(s, y) :=

u, (s, y) = (t, x),

û(s, y), s 6= t.

The above definition follows the standard definition of equilibria in
the game theory, i.e., subgame perfect equilibrium
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Equilibrium Strategies in Continuous-Time Decision
Problems

In the continuous-time setting, the change of the agent’s action at
one instant of time does not affect the state process and thus usually
has no effect on the agent’s objective function either.

To overcome the above difficulty, Strotz (1955-1956), Ekeland and
Lazrak (2006), Ekeland and Pirvu (2008), and Björk and Murgoci
(2010) propose that the agent’s self at each time t can implement her
strategy in an infinitesimally small, but positive, time period, e.g.,
[t, t+ ε).
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Equilibrium Strategies in Continuous-Time Decision
Problems (Cont’d)

Formally, they define

ut,ε,a(s, y) :=

a(s, y), s ∈ [t, t+ ε),

û(s, y), s /∈ [t, t+ ε),

where a stands for the strategy that the agent’s self at time t chooses
to implement in the period [t, t+ ε).

They define û to be an equilibrium strategy if the following holds for
any time t ∈ [0, T ), Markovian state x, and action a:

lim inf
ε↓0

J(t, x;ut,ε,a)− J(t, x; û)

ε
≤ 0.
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A Problem

As first noted by Björk et al. (2017), the above condition, which is a
first-order condition, does not necessarily imply

J(t, x;ut,ε,a) ≤ J(t, x; û)

for sufficiently small ε; the latter condition is a natural definition of
equilibrium strategies from the game-theoretic point of view and also
consistent with its discrete-time counterpart.

The literature, however, still use the notion of equilibrium strategies
based on the first-order condition, which we refer to as weak
equilibrium strategies in the following.
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Other Issues Overlooked in the Literature

Another two complications arise, but are overlooked in the literature,
when we extend the notion of equilibrium strategies from the
discrete-time setting to the continuous-time setting.

First, in the discrete-time setting, the strategy u that the agent’s self
at time t can implement is constant by the nature of the setting, but
in the continuous-time setting, the agent can implement her strategy
a in a positive time period [t, t+ ε) and thus a can be non-constant.

Second, in the discrete-time setting, when examining whether the
agent would deviate from a given strategy û, one only needs to
consider alternative strategies, i.e., those u such that u 6= û(t, x).

In the continuous-time setting, however, even if a(t, x) = û(t, x),
a(s, y) can be different from û(s, y) for s ∈ (t, t+ ε) in which the
agent’s self at time t implements her strategy.
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consider alternative strategies, i.e., those u such that u 6= û(t, x).
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Contributions

In our work, we propose two new notions of equilibrium strategies for
a family of continuous-time stochastic control problems.

Both notions are based on the condition

J(t, x;ut,ε,a) ≤ J(t, x; û).

In one of them, which is referred to as regular equilibrium strategies,
at each time t and in each Markovian state x the agent’s self at that
time is not allowed to take a strategy a with a(t, x) = û(t, x).

In the other notion, which is referred to as strong equilibrium
strategies, the agent’s self at each time t is allowed to take any
strategies, including those a such that a(t, x) = û(t, x).

In both notions, we specify the set of strategies the agent’s self at
each time can take, e.g., the set of all constant strategies.
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Contributions (Cont’d)

We prove that strong equilibrium implies regular equilibrium and
further implies weak equilibrium.

We derive sufficient conditions as well as necessary conditions for a
strategy to be a regular equilibrium and to be a strong equilibrium.

We examine three time-inconsistent portfolio selection problems in
Björk and Murgoci (2014), Basak and Chabakauri (2010), and
Ekeland and Pirvu (2008), and show that the weak equilibrium
strategies derived therein are also regular equilibria but are not strong
equilibria.

We further provide an example of optimal consumption to show that
a weak equilibrium strategy may not be a regular equilibrium.
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Literature (Cont’d)

The only paper that we are aware of to define equilibrium strategies
similar to ours is Huang and Zhou (2018).

These authors consider an infinite-time stochastic control problem in
which an agent can control the generator of a time-homogeneous,
continuous-time, finite-state Markov chain at each time.
The authors then define a notion of equilibrium strategies, similar to the
notion of strong equilibrium strategies in our work, assuming that at
each time the agent can implement a time-homogeneous strategy only.
They prove the existence and a characterization of the equilibrium
strategies.

Their framework, however, cannot be applied to most
time-inconsistent problems in the literature.
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Stochastic Control Problem

Consider an agent who makes dynamic decisions in a given period
[0, T ], and for any t ∈ [0, T ), the agent at that time faces the
following stochastic control problem:

max
u

J(t, x;u)

subject to dXu(s) = µ(s,Xu(s),u(s,Xu(s)))ds

+σ(s,Xu(s),u(s,Xu(s)))dW (s), s ∈ [t, T ],

Xu(t) = x,

where

u: the agent’s dynamic decision, valued in certain metric space U
W (t) :=

(
W1(t), ...,Wd(t)

)>
, t ≥ 0 is a standard d-dimensional

Brownian motion
The controlled diffusion process Xu under u takes values in X, which
is either R or (0,+∞).
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Stochastic Control Problem (Cont’d)

We consider feedback strategies, so each u is a mapping from
[0, T ]× X to U.

The agent’s objective function at time t is given as follows:

J(t, x;u) = Et,x
[ ∫ T

t
C
(
t, x, s,Xu(s),u(s,Xu(s))

)
ds

+F
(
t, x,Xu(T )

)]
+G

(
t, x,Et,x[Xu(T )]

)
.

Time-inconsistency arises from the dependence of C, F , and G on
(t, x) and from the nonlinear dependence on Et,x[Xu(T )].
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Standing Assumption

(i) µ, σ, C, F , and G are measurable. For any fixed u ∈ U and x ∈ X,
µ(t, x, u) and σ(t, x, u) are right-continuous in t ∈ [0, T ). For any
fixed u ∈ U, (τ, y) ∈ [0, T )× X, and (t, x) ∈ [0, T )× X,
limt′>t,(t′,x′)→(t,x)C(τ, y, t′, x′, u) = C(τ, y, t, x, u).

(ii) For any fixed u ∈ U, µ(t, x, u) and σ(t, x, u) are locally Lipschitz in
x ∈ X, uniformly in t ∈ [0, T ].

(iii) For any fixed u ∈ U, when X = R, µ(t, x, u) and σ(t, x, u) are of
linear growth in x ∈ X, uniformly in t ∈ [0, T ], and when
X = (0,+∞), they have bounded norm in x ∈ X, uniformly in
t ∈ [0, T ].

(iv) For any fixed u ∈ U and (τ, y) ∈ [0, T )× X, C(τ, y, t, x, u) and
F (τ, y, x) are of polynomial growth in x ∈ X, uniformly in t ∈ [0, T ].

(v) For each fixed (τ, y) ∈ [0, T )× X, G(τ, y, z) is twice continuously
differentiable with respect to z, and the first- and second-order
derivatives are denoted as Gz and Gzz, respectively.
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Feasible Strategies

Definition

A feedback strategy u is feasible if the following hold:

(i) For any fixed x ∈ X, µu and σu are right-continuous in t ∈ [0, T ).
For any fixed (τ, y) ∈ [0, T )× X and (t, x) ∈ [0, T )× X,
limt′>t,(t′,x′)→(t,x)C

τ,y,u(t′, x′) = Cτ,y,u(t, x).

(ii) µu, σu are locally Lipschitz in x ∈ X, uniformly in t ∈ [0, T ].

(iii) When X = R, µu and σu are of linear growth in x ∈ X, uniformly in
t ∈ [0, T ], and when X = (0,+∞), they have bounded norm in
x ∈ X, uniformly in t ∈ [0, T ].

(iv) For each fixed (τ, y) ∈ [0, T )× X,

Et,x
[

sups∈[t,T ] |Cτ,y,u(s,Xu(s))|+ |F (τ, y,Xu(T ))|+ |Xu(T )|
]

is

of polynomial growth in x ∈ X, uniformly in t ∈ [0, T ].

Denote the set of feasible strategies as U.
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Feasibility of Constant Strategies

Lemma

Let the Standing Assumption hold. Then, all constant strategies are
feasible, i.e.,
U ⊇ U0 := {u | ∃u ∈ U such that u(t, x) = u, ∀t ∈ [0, T ], x ∈ X}.

Xuedong He (SEEM, CUHK) On the Equilibrium Strategies May 22, 2019 20 / 50



Deviation from a Given Strategy

Here and hereafter, we use D, which is a subset of U, to denote the
set of alternative strategies that at each time t the agent can choose
to implement in an infinitesimally small time period.

For given t ∈ [0, T ), ε ∈ (0, T − t), û ∈ U, and a ∈ D, define

ut,ε,a(s, y) :=

a(s, y), s ∈ [t, t+ ε), y ∈ X

û(s, y), s /∈ [t, t+ ε), y ∈ X.

ut,ε,a is also feasible, i.e., ut,ε,a ∈ U.
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Weak Equilibrium Strategy

For a given initial state x0 and a given strategy û, denote by Xt the
set of reachable states at time t, i.e., Xt is the union of the interior
of the support and the atoms of the distribution of X û(t) conditional
on the information at time 0.

Definition

Let û ∈ U and denote by Xt the set of reachable states at time t by û. û
is a weak equilibrium strategy if for any t ∈ [0, T ), x ∈ Xt, and any
a ∈ D, we have

lim inf
ε↓0

J(t, x;ut,ε,a)− J(t, x; û)

ε
≤ 0.
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Reachable States

The above notion of weak equilibrium strategies is based on the
first-order condition and thus essentially the same as the ones used in
the literature, except the following difference:

In the above definition, the first-order condition only needs to hold for
any t and x ∈ Xt;
In the ones used in the literature, the first-order condition needs to
hold for any t and x ∈ X;

Although the agent’s self today cannot control the action of her
future selves, her action today actually determines the state process
in the future based on which her future selves make decisions.

Thus, when examining whether a chosen strategy is equilibrium, the
actions of the future selves in the states that are not reachable are
irrelevant.
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Regular and Strong Equilibrium Strategies

Definition

Let û ∈ U and denote by Xt the set of reachable states at time t by û. û
is a strong equilibrium strategy if for any t ∈ [0, T ), x ∈ Xt, and any
a ∈ D, there exists ε0 ∈ (0, T − t) such that

J(t, x;ut,ε,a)− J(t, x; û) ≤ 0, ∀ε ∈ (0, ε0].

Definition

Let û ∈ U and denote by Xt the set of reachable states at time t by û. û
is a regular equilibrium strategy if for any t ∈ [0, T ), x ∈ Xt, and any
a ∈ D with a(t, x) 6= û(t, x), there exists ε0 ∈ (0, T − t) such that

J(t, x;ut,ε,a)− J(t, x; û) ≤ 0, ∀ε ∈ (0, ε0].
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Two Observations

If û is a strong equilibrium strategy, it is also a regular equilibrium
strategy and a weak equilibrium strategy.

In all the above three notions of equilibria,

the larger the set D is, the stronger requirement for an equilibrium
strategy is; and
when Xt is replaced by a larger set, the requirement for an equilibrium
strategy is stronger.
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Notations

Here and hereafter, û ∈ U denotes a given strategy.

Recall the agent’s objective function at time t

J(t, x;u) = Et,x
[ ∫ T

t

C
(
t, x, s,Xu(s),u(s,Xu(s))

)
ds

+F
(
t, x,Xu(T )

)]
+G

(
t, x,Et,x[Xu(T )]

)
,

and denote Cτ,y,u(t, x) := C
(
τ, y, t, x,u(t, x)

)
.

For each fixed (τ, y) ∈ [0, T )× X, denote

fτ,y(t, x) := Et,x[F (τ, y,X û(T ))], g(t, x) := Et,x[X û(T )], t ∈ [0, T ], x ∈ X.

For fixed (τ, y) ∈ [0, T )× X and s ∈ [0, T ], denote

cτ,y,s(t, x) := Et,x[Cτ,y,û(s,X û(s))], t ∈ [0, s], x ∈ X.
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1st-Order Smoothness Assumption

Assumption

For any fixed (τ, y) ∈ [0, T )× X,

(i) f τ,y and g are in C1,2([0, T ]× X) and for each fixed s ∈ [0, T ], cτ,y,s

is in C1,2([0, s]× X);

(ii) f τ,y(t, x), f τ,yt (t, x), f τ,yx (t, x), f τ,yxx (t, x), g(t, x), gt(t, x), gx(t, x),
and gxx(t, x) are of polynomial growth in x ∈ X, uniformly in
t ∈ [0, T ];

(iii) cτ,y,s(t, x), cτ,y,st (t, x), cτ,y,sx (t, x), and cτ,y,sxx (t, x) are of polynomial
growth in x ∈ X, uniformly in t ∈ [0, s] and s ∈ [0, T ].
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First-Order Expansion

Lemma

Suppose the Standing and the 1st-Order Smoothness Assumptions hold.
Then, for any fixed (t, x) ∈ [0, T )× X and a ∈ U, we have

J(t, x;ut,ε,a)− J(t, x; û) = εΓû(t, x;a) + εo(1),

where

Γû(t, x;a) := Ct,x,a(t, x)− Ct,x,û(t, x) +

∫ T

t
Aact,x,s(t, x)ds

+Aaf t,x(t, x) +Gz(t, x, g(t, x))Aag(t, x).

Moreover, Γû(t, x;a) = Γû(t, x; ã) for any a, ã ∈ U with a(t, x) = ã(t, x)
and in particular, Γû(t, x;a) = 0 if a(t, x) = û(t, x).
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First-Order Analysis of Equilibrium Strategies

Theorem
Suppose the Standing and the 1st-Order Smoothness Assumptions hold and
U0 ⊆ D ⊆ U. Then, the following are true:

(i) û is a weak equilibrium strategy if and only if

Γû(t, x;u) ≤ 0, ∀u ∈ U, x ∈ Xt, t ∈ [0, T ).

(ii) If û is a regular equilibrium strategy, it is also a weak equilibrium strategy.

(iii) If

Γû(t, x;u) < 0, ∀u ∈ U with u 6= û(t, x), x ∈ Xt, t ∈ [0, T ),

then û is a regular equilibrium strategy.

(iv) Suppose that for any x ∈ Xt and t ∈ [0, T ), the maximization of Γû(t, x;u)
in u admits a unique maximizer, which in particular holds when U is a
convex set and Γû(t, x;u) is strictly concave in u. Then, û is a weak
equilibrium strategy if and only if it is a regular equilibrium strategy.
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Further Notations

In the following, suppose U ⊆ Rm.

Denote

US := {u ∈ U ∩ C1,2
m ([0, T ]× X) | u,ut,ux,uxx are of

polynomial growth in x ∈ X, uniformly in t ∈ [0, T ]}.

With the Standing Assumption, we have U0 ⊆ US .

In the following, we consider a chosen strategy û ∈ US .
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2nd-Order Smoothness Assumption

Assumption

U ⊆ Rm, û ∈ US , the 1st-Order Assumption holds, and the following hold:

(i) For each ξ ∈ {µ, ‖σ‖2}, ξ ∈ C1,2,2([0, T ]× X× U), and ξ, ξt, ξx, ξu, ξxx,
ξuu, and ξxu are of polynomial growth in (x, u) ∈ X× U, uniformly in
t ∈ [0, T ].

(ii) Given any (τ, y) ∈ [0, T )× R, for any ξ ∈ {fτ,yt , fτ,yx , fτ,yxx , gt, gx, gxx},
ξ ∈ C1,2([0, T ]× X) and ξt, ξx, and ξxx are of polynomial growth in x ∈ X,
uniformly in t ∈ [0, T ].

(iii) Given any (τ, y) ∈ [0, T )× R, for any ξs ∈ {cτ,y,st , cτ,y,sx , cτ,y,sxx },
ξs ∈ C1,2([0, s]× X) for each fixed s ∈ [0, T ] and ξst , ξsx, and ξsxx are of
polynomial growth in x ∈ X, uniformly in t ∈ [0, s] and s ∈ [0, T ].

(iv) Given any (τ, y) ∈ [0, T )× R and (t, x) ∈ [0, T )× R, for ξτ,y,s(t, x) to be
any of cτ,y,st (t, x), cτ,y,sx (t, x), and cτ,y,sxx (t, x),
lims>t,s↓t ξ

τ,y,s(t, x) = ξτ,y,t(t, x).
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Second-Order Expansion

Lemma

Suppose the Standing and the 2nd-Order Smoothness Assumption hold.
Then, for any (t, x) ∈ [0, T )× X and a ∈ US , we have

J(t, x;ut,ε,a)− J(t, x; û) = εΓû(t, x;a) +
1

2
ε2Λû(t, x;a) + ε2o(1),

where Γû(t, x;a) is given as in the first-order expansion and

Λû(t, x;a) : = AaCt,x,a(t, x)−AûCt,x,û(t, x)− 2Aact,x,t(t, x)

+

∫ T

t
(Aa)2ct,x,s(t, x)ds+ (Aa)2f t,x(t, x)

+Gz(t, x, g(t, x))(Aa)2g(t, x) +Gzz(t, x, g(t, x)) (Aag(t, x))2 .
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Second-Order Analysis of Equilibrium Strategies

Theorem

Consider a weak equilibrium strategy û, and suppose the Standing and the
2nd-Order Smoothness Assumption hold and D ⊆ US . Define

Rû : = {(t, x, u) ∈ [0, T )× X× U | x ∈ Xt,Γû(t, x;u) = 0},
Rû

0 : = {(t, x, u) ∈ [0, T )× X× U | x ∈ Xt,Γû(t, x;u) = 0, u 6= û(t, x)}.

The following are true:

(i) If Rû
0 = ∅ or if Λû(t, x;a) < 0 for all x ∈ Xt, t ∈ [0, T ), and a ∈ D with

(t, x,a(t, x)) ∈ Rû
0 , then û is a regular equilibrium strategy. If

Λû(t, x;a) > 0 for some t ∈ [0, T ), x ∈ Xt, and a ∈ D with
(t, x,a(t, x)) ∈ Rû

0 , then û is not a regular equilibrium strategy.

(ii) If Λû(t, x;a) < 0 for all x ∈ Xt, t ∈ [0, T ), and a ∈ D with
(t, x,a(t, x)) ∈ Rû, then û is a strong equilibrium strategy. If
Λû(t, x;a) > 0 for some t ∈ [0, T ), x ∈ Xt, and a ∈ D with
(t, x,a(t, x)) ∈ Rû, then û is not a strong equilibrium strategy.
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Mean-Variance Problem in Björk et al. (2014)


max
u

Et,x[Xu(T )]− γ
2xvart,x(Xu(T ))

subject to dXu(s) =
(
rXu(s) + bu(s,Xu(s))

)
ds

+σ̄u(s,Xu(s))dW (s), s ∈ [t, T ], Xu(t) = x,

where

constant r: risk-free rate

constant b 6= 0: mean excess return rate of a stock

constant σ̄ > 0: stock’s volatility

x ∈ (0,+∞): agent’s wealth level at time t

u(s,Xu(s)) is the dollar amount invested into a stock at time s

Xu(s) is the agent’s wealth at time s

γ > 0 is the agent’s risk aversion degree
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Mean-Variance Problem in Björk et al. (2014) (Cont’d)

Proposition

Suppose that the agent has wealth x0 > 0 at time 0. Define

û(t, x) = xθ(t), t ∈ [0, T ], x ∈ R,

where θ(t) solves following equation

θ(t) =
b

γσ̄2

(
e−

∫ T
t (r+bθ(s)+σ̄2θ(s)2)ds + γe−

∫ T
t σ̄2θ(s)2ds − γ

)
, t ∈ [0, T ].

Then, the Standing and 2nd-Order Smoothness Assumptions hold, and the
following are true:

(i) û is both a weak and a regular equilibrium strategy for any D ⊆ U.

(ii) û is not a strong equilibrium strategy for any D ⊇ U0.
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Mean-Variance Problem in Basak and Chabakauri (2010)


max
u

J(t, x;u) := Et,x[Xu(T )]− γ
2 vart,x(Xu(T ))

subject to dXu(s) =
(
rXu(s) + bu(s,Xu(s))

)
ds

+σ̄u(s,Xu(s))dW (s), s ∈ [t, T ], Xu(t) = x,

where

constant r: risk-free rate

constant b 6= 0: mean return rate of a stock

constant σ̄ > 0: stock’s volatility

x ∈ R: agent’s wealth level at time t

u(s,Xu(s)) is the dollar amount invested into a stock at time s

Xu(s) is the agent’s wealth at time s

γ > 0 is the agent’s risk aversion degree
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Mean-Variance Problem in Basak and Chabakauri (2010)
(Cont’d)

Proposition

Define

û(t, x) =
1

γ

b

σ̄2
e−r(T−t), t ∈ [0, T ], x ∈ R.

Then, the Standing and 2nd-Order Smoothness Assumptions hold, and the
following are true:

(i) û is both a weak and a regular equilibrium strategy for any D ⊆ U.

(ii) û is a strong equilibrium strategy for D = U0.

(iii) û is not a strong equilibrium strategy for any D ⊇ US .
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Investment and consumption in Ekeland and Pirvu (2008)
max
u

Et,x
[∫ T
t h(s− t) (ζ(s,Xu(s))Xu(s))1−γ

1−γ ds+ h(T − t) (Xu(T ))1−γ

1−γ

]
subject to dXu(s) = Xu(s)

[(
r + bθ(s,Xu(s))− ζ(s,Xu(s))

)
ds

+σ̄θ(s,Xu(s))dW (s)
]
, s ∈ [t, T ], Xu(t) = x,

where

constant r: risk-free rate

constant b 6= 0: mean return rate of a stock

constant σ̄ > 0: stock’s volatility

x ∈ (0,+∞): agent’s wealth level at time t

u(s,Xu(s)) = (ζ(s,Xu(s)), θ(s,Xu(s))) with ζ standing for
consumption and θ standing for investment.

Xu(s) is the agent’s wealth at time s

γ > 0 is the agent’s relative risk aversion degree

h(τ) is the discounting function
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Investment and consumption in Ekeland and Pirvu (2008)
(Cont’d)

Proposition

Define

û(t, x) =
(
ζ̂(t, x), θ̂(t, x)

)
:=

(
k(t)−

1
γ ,

b

γσ̄2

)
, t ∈ [0, T ), x ∈ (0,+∞),

k(t) =

∫ T

t

h(s− t)e(1−γ)(r+b2/(2γσ̄2))(s−t)k(s)−
1−γ
γ e−(1−γ)

∫ s
t
k(z)−1/γdzds

+ h(T − t)e(1−γ)(r+b2/(2γσ̄2))(T−t)e−(1−γ)
∫ T
t
k(s)−1/γds, t ∈ [0, T ].

Then, the Standing and 2nd-Order Smoothness Assumptions hold, and the
following are true:

(i) û is both a weak and a regular equilibrium strategy for any D ⊆ U.

(ii) û is not a strong equilibrium strategy for any D ⊇ U0.
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Optimal Consumption with A Bequest


max
u

Et,x
[∫ T
t h(s− t)u(s,Xu(s))ds+ h̃(T − t)Xu(T )

]
subject to dXu(s) =

(
b− u(s,Xu(s))

)
ds+ σ̄dW (s), s ∈ [t, T ],

Xu(t) = x,

where

bdt+ σ̄dW (t): agent’s endowment at each instant t ∈ [0, T ]

u(s,Xu(s))ds: agent’s consumption at time s

Xu(s): agent’s wealth at time s

h(τ): discount function for consumption

h̃(τ): discount function for the bequest
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Optimal Consumption with A Bequest (Cont’d)

Assumption

Suppose that h and h̃ are continuously differentiable on [0, T ] with
h(0) = h̃(0) = 1, that h′ is absolutely continuous on [0, T ] with a bounded
density h′′, that h′(0) 6= 0 and h̃′(0) = 0, and that ψ, which is the unique
solution to the following equation:

ψ(t) =
1

h′(0)

[
h′(T − t)− h̃′(T − t)−

∫ T

t
ψ(s)h′′(s− t)ds

]
, t ∈ [0, T ],

satisfies ψ(t) > 0 for all t ∈ [0, T ].

The above assumption is satisfied for some commonly used discount
functions with reasonable parameter values
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Optimal Consumption with A Bequest (Cont’d)

Proposition

Suppose the above assumption holds. Fix any constant b0 ∈ R and denote

û(t, x) := b0 + k(t)x, t ∈ [0, T ], x ∈ R,

where k(t) = −ψ′(t)/ψ(t), t ∈ [0, T ] with ψ(t) as in the above
assumption. Then, the Standing Assumption and the 2nd-Order
Smoothness Assumption hold, and the following are true:

(i) û is a weak equilibrium strategy for any D ⊆ U.

(ii) For any D ⊇ U0, û is neither a regular nor a strong equilibrium
strategy.

Xuedong He (SEEM, CUHK) On the Equilibrium Strategies May 22, 2019 44 / 50



Outline

1 Introduction

2 Model

3 Main Results

4 Examples

5 Conclusions

Xuedong He (SEEM, CUHK) On the Equilibrium Strategies May 22, 2019 45 / 50



Conclusions

The notion of weak equilibrium strategies employed in the literature
to study continuous-time time-inconsistent decision problems is not
aligned with the standard definition of equilibria in the game theory.

To address the above issue, we proposed two new notions of
equilibrium strategies: regular and strong equilibria.

We derived sufficient conditions as well as necessary conditions for a
strategy to be a regular equilibrium and to be a strong equilibrium.

We examined three time-inconsistent portfolio selection problems in
the literature, and show that the weak equilibrium strategies derived
therein are also regular equilibria but are not strong equilibria.

We further provide an example to show that a weak equilibrium
strategy may not be a regular equilibrium.
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Conclusions (Cont’d)

Summary of the findings:

strong equilibrium⇒ regular equilibrium⇒ weak equilibrium

strong equilibrium 6⇐ regular equilibrium 6⇐ weak equilibrium
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